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INTRODUCTION 

The use of quantum computing techniques in 

machine learning applications is known as 

quantum machine learning [1]. 

Fundamentally, "quantum machine learning" 

refers to the application of machine learning 

(ML) techniques to the processing of 

classical data on a quantum computer. 

Quantum computing and machine learning 

[2] are two relatively new areas with many 

unexplored possibilities. The goal of machine 

learning is to create algorithms that can learn 

on their own over time by utilizing data and 

experience [3]. Quantum computing uses the 

unique properties of quantum states, like 

superposition and entanglement, to perform 

computations. 

To improve data processing and storage 

capacities, quantum machine learning makes 

use of qubits, quantum processes, and 

specialized quantum systems. This frequently 

entails hybrid strategies that combine 

quantum and classical computing, carrying 

out computationally demanding subroutines 

on quantum devices [4]. Quantum computers 

are able to analyze exponentially more data 

than regular computers because they can 

execute calculations based on the 

probabilities of an object's condition before 

the computation. regular computers process 

information in binary (0s and 1s). 
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ABSTRACT 

Over the past few decades, the computing industry has experienced significant transformations. 

Conventional computers carry out user-specified tasks using binary (1s and 0s) integers. A novel 

approach known as "quantum computing" makes use of the ideas of quantum physics to solve issues 

that are too complex for traditional computing equipment. 

Machine learning and quantum computing are two of the scientific domains that are expanding at the 

quickest rates at now. 

Recently, studies have been conducted to see whether quantum computing may enhance traditional 

machine learning techniques. Quantum machine learning refers to hybrid approaches that integrate 

classical and quantum algorithms, evaluating quantum states instead of regular data using quantum 

methodologies. Quantum algorithms hold great promise for improving data science methods. In this 

work, we first provide an overview of the various contributions made by researchers in the field of 

quantum learning, and we then examine some of the techniques associated with its practical 

applications. 
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Conventional machines use the precise 

positions of physical states for logical 

operations. 

Utilizing an object's quantum state, quantum 

computing creates a qubit. Quantum 

algorithms are used to analyze quantum 

states instead of traditional data. 

Beyond quantum computing, "quantum 

machine learning" refers to the use of 

conventional machine learning methods to 

data produced by quantum applications [5]. 

This field of study also examines the 

methodological and structural similarities 

between certain physical systems and 

learning systems, particularly neural 

networks. For example, traditional deep 

learning can benefit from mathematical and 

numerical techniques originating from 

quantum physics, and vice versa. Machine 

learning and data processing can be done in a 

variety of ways. Fig. 1 shows a key 

comparison between quantum computing and 

machine learning, specifically with regard to 

data storage. 

 

Figure 1: Comparing Quantum and Machine Learning [5] 

LITERATURE REVIEW 

Recent years have seen research by Bravyi et 

al. [6] into how quantum computing can 

enhance conventional machine learning 

methods. Seven sections make up the study's 

framework, and each one introduces a well-

liked machine learning technique (k-means 

clustering, neural networks, decision trees, 

support vector machines, Bayesian theory, 

concealed Markov models) and talk about the 

relationship with quantum physics. The 

primary objective of the creators of k-nearest 
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neighbor and SVM is to identify effective 

techniques for computing classical distances 

on a hypothetical quantum computer, despite 

the fact that Bayesian theory and HMMs 

perform well in open quantum systems [7]. 

Despite the last 10 years of intense study on 

decision trees and neural networks, a 

compelling quantum version has not yet been 

developed [8]. The authors underscore the 

importance of conducting additional 

quantum information processing-based 

machine learning research aimed at 

enhancing the learning component of 

machine learning systems. Bayesian theory 

has been applied to generalize HMM models 

and to applications requiring real-world 

quantum information, such as quantum state 

discrimination [9]. Particularly in the fields 

of quantum decision trees and quantum 

neural networks, there are still a lot of 

exploratory efforts being made to combine 

machine learning methods with formalisms 

from quantum theory. Numerous theories 

have been studied in this field; two 

potentially significant methods are quantum 

Hamiltonian learning and quantum feedback 

control. 

In their paper, Endo et al. [10] offer an 

analysis of the coexistence of quantum and 

classical computers. 

After giving a quick introduction to classical 

machine learning [11], which makes use of 

standard computers to identify patterns in 

conventional data, they talk about how 

challenging it is to apply comparable 

techniques to quantum dynamics. The writers 

provide a thorough rundown of several facets 

of conventional machine learning and data 

analysis. Several techniques in these 

disciplines handle vectors in high-

dimensional vector spaces through the use of 

matrix operations. 

This article covers a number of topics, 

including quantum support vector machines 

(SVMs) [12], quantum principal component 

analysis [13], and kernel approaches. The 

authors look into the possible uses of smaller 

quantum computers, annealers, larger 

quantum simulators, and other specialized 

quantum devices in machine learning and 

data processing. They point out that small 

quantum computers may benefit from 

quantum machine learning, which is made 

possible and enhanced by digital quantum 

processors and specialized quantum 

information processors. 

The classical-quantum technique can be used 

in many studies to uncover correlations 

between input data and calculated outputs 

that are not immediately apparent. Their 
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results provide insights into potential 

quantum machine learning techniques and 

show how a neural network technique might 

be applied to quantum tomography. Different 

approaches can be applied to various research 

in order to uncover correlations between 

measurement findings and input data that 

have not been discovered before. A number 

of machine learning approaches are 

introduced by Hsu and Li-Yi [14], including 

a new cost function for feed-forward neural 

networks and a procedure for getting PCA 

scores [15]. The work is separated into four 

sections: the first covers fundamental 

quantum theory; the second covers quantum 

processing; and the third discusses the 

advancement of quantum computers. The last 

section introduces the quantum algorithms 

that will be used as subroutines in quantum 

machine learning techniques. 

Describe the fundamentals of quantum 

physics first, then move on to discussing the 

inner workings of quantum computation. The 

study [17] covers the basic concepts needed 

to understand quantum machine learning 

methods. Significant developments in 

quantum theory, quantum computing, and 

quantum algorithms have made the creation 

of quantum machine learning techniques 

feasible. This effort aims to simplify and 

effectively impart knowledge by breaking 

down quantum algorithms into quantum 

subroutines and giving a detailed explanation 

of each through examples. 

The literature makes it very evident that this 

work is not as comprehensive as other 

quantum algorithms. There are other citations 

for quantum Bayesian techniques, quantum 

decision trees, and quantum associative 

memory. In addition, as alternatives to the 

quantum circuit paradigm, technologies like 

adiabatic quantum computing and quantum 

annealing are being researched. In 

conclusion, data scientists and company 

executives may be able to use quantum 

machine learning techniques to get beyond 

limitations on their time and processing 

resources [16]. Further theoretical and 

practical advancements are still needed. 

Carrasquilla et al. [17] state that addressing 

these kinds of problems with traditional 

methods typically requires polynomial time, 

which is based on the number of vectors and 

the size of the space. However, quantum 

machine learning can increase both the 

number and dimensionality of vectors in 

comparison to conventional methods. In 

contrast to the most popular method, which 

takes time O(log(N)), the authors of this 

study demonstrate that allocating N-
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dimensional vectors to one of numerous 

clusters of M states using a quantum 

computer only takes O(log (MN)) time. 

Quantum machine learning also provides 

exponential speedups and enhanced privacy 

when handling large volumes of high-

dimensional vectors. If the database has 

O(MN) bits, the database administrator 

simply needs to give the user O(log(MN)) 

quantum bits. This means that quantum 

machine learning algorithms have the ability 

to analyze data ten times more quickly than 

traditional techniques while simultaneously 

providing data owners with a great deal of 

privacy benefits. 

Viladomat et al. [18] have proposed quantum 

algorithms for kmeans clustering and nearest-

neighbor learning. They efficiently compute 

the Euclidean distance both directly and 

indirectly by combining methodologies with 

non-measurement estimating techniques. 

These distances are computed, and upper 

limitations are set on the number of searches 

throughout the input data required to identify 

the vector that most closely resembles a given 

test sample. Using a large series of binary 

classification tasks, the authors assess their 

quantum nearest neighbor algorithms and 

compare the accuracy of their findings with 

classical approaches. The expenses incurred 

in applying the Euclidean approach to 

complete nearest-neighbor classification are 

compiled in the following sections. 

Additionally, they offer concrete proof that 

their techniques can accurately assess real 

datasets and that significant errors in distance 

computations may be tolerated without 

impairing the accuracy of the assignments. In 

the end, they employ k-means clustering to 

apply their findings and contrast their 

classification outcomes with the Monte Carlo 

nearest-neighbor classification outcomes. 

Researchers are still developing techniques 

for analyzing data generated by functioning 

quantum circuits in the real world. According 

to a study by Costa et al. [19], one of the most 

intriguing features of this new technology is 

the possible applications of quantum machine 

learning. However, data-driven machine 

learning problems may be very different from 

the computational difficulties often studied in 

this field. The authors of this work 

demonstrate how a variety of challenging 

problems can be predicted and handled by 

typical machine learning models that have 

been trained with data. Strict limitations on 

prediction errors provide a framework for 

assessing possible quantum advances in 

learning problems. Next, the authors present 
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a theoretical quantum model that yields an 

exact and transparent quantum speedup for a 

fault tolerant learning task. When it comes to 

prediction accuracy, the quantum model 

outperforms some traditional models, even 

when it comes to numerical testing including 

up to 30 qubits and artificially constructed 

datasets meant to show maximum quantum 

advantage. 

Zhang Y et al. [20] highlight the increasing 

significance of QML in their analysis of 

machine learning's evolution over the past 50 

years, particularly in relation to processing 

power. 

However, the reliance of machine learning on 

large data sets poses a challenge when 

processing capacity becomes limited. The 

researchers investigate the fundamental 

concepts of quantum information theory that 

underpin quantum computing and quantum 

machine learning. 

Despite numerous studies showing the 

advantages of quantum machine learning 

algorithms over traditional ones, there are 

still some unresolved issues in this area. 

Quantum machine learning represents one 

promising field for issue solutions. 

Finding out whether these quantum machine 

learning algorithms can assist humans in the 

near future in addressing data and decision-

making challenges will be crucial as research 

advances. 

METHODOLOGY 

This section covers hybrid computing 

techniques that combine elements of 

quantum and conventional computing to 

assign computationally difficult jobs to a 

quantum device. These tasks can be carried 

out more successfully and intricately on a 

quantum computer. Quantum algorithms can 

be used to study quantum states in addition to 

analyzing traditional data. For example, 

researchers are investigating whether 

quantum computing could expedite a 

machine learning model's training or 

evaluation phases. However, as Fig. 2 

demonstrates, machine learning techniques 

can be applied to discover quantum error-

correcting codes, calculate quantum system 

characteristics, and create novel quantum 

algorithms. 
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Figure 2: Converting classical data into quantum data [19] 

A. Quantum computation to accelerate AI 

The technology utilized to execute 

algorithms has always placed limits on the 

potential of computer learning. For example, 

the development of parallel GPU clusters has 

made neural network-based deep learning 

possible in the present era. Recently, 

quantum computers—a brand-new kind of 

computing hardware—have become 

available. With their operation based on 

essentially distinct physical principles 

derived from quantum theory, quantum 

computers present novel opportunities for 

machine learning. 

B. Quantum computing and machine 

learning 

Similar in general to the Universal 

Approximation Theorem of Deep Learning, 

A significant amount of early promise for the 

development of quantum (circuit) computing 

may be seen in Solovay-Kitaev theory [21]. 

It is necessary to encode classical data into a 

quantum computer before using these 

techniques to process quantum information. 

Using quantum information processing 

techniques, the quantum system is measured 

in order to extract the findings. 

C. Quantum Machine Learning 

Techniques 

Combining quantum computing and machine 

learning can be done in four different 

methods, each having pros and cons of its 

own. These tactics are arranged according to 

a two-letter system. The initial character in 

the annotation signifies the type of system 

under examination, denoting quantum (Q) or 

classical (C). The second letter (C) or (Q) 

indicates whether a classical or quantum 

information processing system is being used. 

These components allow us to investigate 

different hybrid models that combine the best 
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aspects of quantum and conventional 

technologies to enhance machine learning 

capabilities [22]. 

D. The Quantum ML model is trained 

Building the model is the first step in the 

process, when we define its parameters and 

initial values for the parameters that will be 

used to gauge the model's efficacy. To create 

a training set for supervised learning, we 

divide the available data into training, testing, 

and validation sets in the second stage. The 

split data is utilized during the model's 

training procedure. The output distribution is 

then assessed using a neural network. After 

that, the cost function is calculated. When the 

anticipated cost function reaches its 

maximum, the program comes to an end. If 

not, the computation of each parameter 

matrix determines how each unitary is 

updated. Next, the neural network is used to 

analyze the output distribution once more, 

and the cost function is tweaked until it 

reaches its maximum value. 

The following are the steps to follow: 

1. Set up the settings. 

2. Use supervised learning to create a training 

set. 

3. Use a neural network to compute the 

output distribution. 

4. Determine if the cost function has reached 

its maximum value by computing the cost 

function. 

5. Compute the parameter matrix and rerun 

the neural network if it doesn't. 

6. If so, stop the procedure now. 

Any quantum algorithm should, in theory, 

perform exponentially or quadratically better 

than its classical counterpart. Algorithm 

efficiency is determined using temporal 

complexity and Big-O notation. The Big-O 
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notation explains why an algorithm's 

temporal complexity increases when the size 

of a significant input element is arbitrarily 

large. Depending on which has the biggest 

effect, the main variables affecting an 

algorithm's performance may be its 

iterations, quantum gates employed, or input 

size. Big-O notation draws attention to the 

primary factor that affects an algorithm's time 

complexity and limiting behavior by 

excluding constants and other less important 

elements. Interestingly, the following are the 

quantum algorithms that follow: 

TABLE I. COMPARATIVE ANALYSIS 
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CONCLUSION 

This study looks at the continuous increase in 

computer processing over the past 40 years. 

However, it's anticipated that software 

availability and existing technology will soon 

reach a limit, hindering further 

advancements. As a result, there is a greater 

need for quantum computing techniques, and 

a large acceleration of the development 

process is predicted. The global dependence 

on digital technology is increasing the need 

for reliable knowledge and information. 



 

138 
 

 

Volume: 8, JANUARY-DECEMBER 2022 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN APPLIED SCIENCES AND ENGINEERING 

High-value forecasts generated automatically 

can help make informed judgments and take 

the necessary action. Combining these 

advancements makes it possible to accelerate 

machine learning procedures using quantum 

computing. Important ideas concerning the 

understanding of quantum machine learning 

techniques are made clear in this study. 
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